Chapter 7

Non-reactive Simulations of the ev7is

7.1 Burner Description

This section describes the ev7is burner and the underlying concept. This description is also valid for the reactive LES of the next chapter.

7.1.1 Swirl Flow

Virtually all combustion devices make sure that the flame is anchored at a specific location. The simplest way of stabilising a flame is behind a sudden expansion like a backward-facing step. The flow is strongly decelerated and forms a corner recirculation zone (CRZ). The recirculating hot gases provide the ignition of the incoming fresh gases.

A much more compact flame stabilisation is obtained by a highly swirling flow which passes through a sudden expansion. It generally forms a central toroidal recirculation zone (CTRZ) which acts as a flame-holder in the centre of the flow. The flow pattern of such a flow is illustrated by Figure (7.1).

Why such a flow forms a CTRZ is explained by the Euler equations or also a simple balance of the involved forces on an infinitesimal fluid element [34]: the centrifugal force...
must be balanced by the pressure force. Therefore the radial pressure gradient is:

\[ \frac{\partial p}{\partial r_a} = \frac{\rho u_{\phi}^2}{r_a} \]  

(7.1)

where \( r_a \) is the distance from the flow axis and \( u_{\phi} \) the circumferential velocity component. Knowing the distribution of the circumferential velocity, the pressure field is easily determined from Equation (7.1). Thus, a swirling flow always exhibits lower pressure levels in its centre than far from the axis. Discharging such a swirling flow into a chamber reduces the circumferential velocity (through conservation of momentum) and therefore a negative axial pressure gradient is created. If this axial pressure gradient is strong enough it will cause flow recirculation and the CTRZ is formed. This process is a special case of “Vortex Breakdown” (VB), which is a general term for the auto-destruction of a vortex. It either breaks down completely into turbulence or forms a different vortical structure. Therefore the CTRZ is a source of intense turbulence and/or coherent structures such as the “Precessing Vortex Core” (PVC) [7, 56].

Apart from the formation of a CTRZ used for flame stabilisation, swirling flows are also popular for the intense mixing they cause. This is simply due to the strong velocity gradients encountered in this type of flow.

7.1.2 Concept of Lean Partially Premixed Combustion

Modern gas turbines have to meet very strict standards in \( NO_X \)-emission levels. Lean partially premixed combustion is one of the ways to meet these standards. The burner used for this work was designed to operate in this regime for a wide range of operating conditions.

Lean partially premixed combustion is a compromise between secure flame stabilisation and good mixing:

- A perfectly premixed gas produces the lowest possible \( NO_X \)-emissions (for the given equivalence ratio) but the flame might propagate upstream (flashback) and thereby destroy the burner.

- Non-premixed combustion is always burning locally at stoichiometry and therefore producing very high \( NO_X \)-emission levels. However, the flame is not able to propagate upstream of the fuel injection, avoiding flashback problems.

A lean partially premixed burner injects the fuel as close as possible to the combustion region but makes also sure that the fuel does not burn until sufficient mixing is achieved. This is realised by injecting the fuel in a flow with moves too fast
7.1. **BURNER DESCRIPTION**

Figure 7.2: Schematic illustration of the ev7is burner.

Figure 7.2: Schematic illustration of the ev7is burner.

to allow flame stabilisation in the vicinity of the injections. The strong swirling motion and its VB ensure rapid mixing. Finally, the CTRZ will stabilise the flame near the burner exit.

7.1.3 **The ev7is Burner**

The burner considered in this study is an industrial gas turbine burner. It was designed for the EU-project FuelChief and is based on Alstom’s environmental (ev) burner. It was necessary to down-scale the original burner in order to fit it into the medium-pressure test rig of the Institute of Combustion Technology at DLR Stuttgart. Also, this makes the numerical simulations computationally less demanding. Additionally to the combustion experiments at DLR, Alstom Power conducted water-lab experiments in order to evaluate mixing and flow field for the non-reactive cases. These results will be used to validate the non-reactive simulations in this chapter.

An illustration of the burner concept is seen in Figure (7.2). The burner consists of two half-cones that are shifted in respect to each other, which gives the burner
a 180° symmetry around the $x$-axis. The main part of the air enters the double-cone at the so created slots and exits through the bottom of the double-cone which opens into the combustion chamber (on the right). Fuel is injected at the slots (called stage 2) and at the side of a lance inserted from the left into the cone (called stage 1). Additionally, a small quantity of air flows through the tip of this lance (called the shielding air). The repartition of fuel between stage 1 and 2 can be adjusted. This allows for the modification of the combustion process without changing the global equivalence ratio. Note that in Figure (7.2), only 3 holes of stage 2 are visible. There are six on each side, which makes 12 in total. Stage 1 has two holes on each side (4 in total).

The repartition of the fuel into stage 1 and stage 2 allows for the modification of the spatial distribution of fuel. The staging ratio is defined as:

$$
\alpha_{st} = \frac{\dot{m}_{st1}}{\dot{m}_{st1} + \dot{m}_{st2}}
$$

(7.2)

where $\dot{m}_{st1}$ and $\dot{m}_{st2}$ are the fuel mass fluxes injected through stage 1 and stage 2. The variation of $\alpha_{st}$ has an influence on pollutant emission and thermo-acoustic stability. This is a main design feature of this burner.

In order to protect the burner from hot combustion products, cooling air is entering the chamber at the burner exit. This is represented in Figure (7.2) by the black lines at the burner front which correspond in reality to a multitude of small holes that are connecting the plenum with the chamber.

### 7.2 LES and Experimental Setup

Table (7.1) summarises all available simulations and experiments. Their particularities will be described in the following.

#### 7.2.1 LES

The version 5.3 of AVBP (including already several improvements of version 5.4) is used for this calculation. The residual stress model is Smagorinsky’s and the numerical scheme Lax-Wendroff.

The simulations are carried out on a tetrahedral mesh extending from an imaginary plenum inlet to an imaginary chamber outlet. Two cuts through the domain are given in Figure (7.3) to illustrate the domain. The chosen cuts go through the planes of the fuel injection in order to get a better idea of the burner. The plenum inlet is beyond the left edge of Figure (7.3), the chamber outlet beyond the right edge. Both in- and outlet are acoustically non-reflecting in the range of the eigen-frequencies of the configuration. The remaining inlets for fuel, shielding air an
<table>
<thead>
<tr>
<th>Type</th>
<th>Location</th>
<th>Description</th>
<th>Reynolds</th>
<th>$\phi$</th>
<th>$\alpha_{st}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA</td>
<td>$y = z / \tan(109^\circ)$</td>
<td>Water-Channel Experiments using Laser Doppler Anemometry. Data provided by Alstom Power Ltd.</td>
<td>109000</td>
<td>no</td>
<td>-</td>
</tr>
<tr>
<td>PIV</td>
<td>$y = 0, z / \tan(109^\circ)$</td>
<td>Water-Channel Experiments using Particle Image Velocimetry. Data provided by Alstom Power Ltd.</td>
<td>109000</td>
<td>no</td>
<td>-</td>
</tr>
<tr>
<td>LIF</td>
<td>$x/D = -0.66, -0.50, -0.33, -0.18, 0.08$</td>
<td>Water-Channel Experiments using Laser Induced Fluorescence. Data provided by Alstom Power Ltd.</td>
<td>109000</td>
<td>0.49</td>
<td>20%, (40%)</td>
</tr>
<tr>
<td>LES 0</td>
<td>any</td>
<td>AVBP simulation on mesh I with 1.5% (of total mass flow) injection through lance. No turbulent inflow.</td>
<td>68000</td>
<td>0.47</td>
<td>20%</td>
</tr>
<tr>
<td>LES I</td>
<td>any</td>
<td>AVBP simulation on mesh I with 1.0% (of total mass flow) injection through lance. <strong>No turbulent inflow.</strong></td>
<td>68000</td>
<td>0.47</td>
<td>20%, (40%)</td>
</tr>
<tr>
<td>LES II</td>
<td>any</td>
<td>AVBP simulation on mesh II with 1.0% (of total mass flow) injection through lance. <strong>Turbulent inflow.</strong></td>
<td>68000</td>
<td>0.47</td>
<td>20%</td>
</tr>
</tbody>
</table>

Table 7.1: Overview of the non-reacting cases.
cooling air, which are also seen in Figure (7.3) are acoustically reflecting. Table (7.2) summarises the thermodynamic and acoustic properties of all boundary conditions. Further details are given below.

**Conditions**

The mean pressure of the configuration is set to 506.5 kPa. The temperature of the inflowing air is 673 K ($X_{O_2} = 0.21, X_{N_2} = 0.79$). The fuel is methane and injected at 293 K ($X_{CH_4} = 1.00$). The Reynolds number based on the burner exit diameter $D = 0.07 m$, the mean velocity at the burner exit $u_{ref} = 30 m/s$ and the viscosity of air at 673 K is 68'000.

**Plenum**

The plenum used for experiments was found to have a very low reflection coefficient, so it was decided to include a simpler plenum with a non-reflecting inlet in the simulation. It is 0.3 m long and has a square cross section with an edge length of 0.12 m. It includes a cylindrical structure holding the burner. the cylinder is aligned with the plenum axis at has a radius of 0.0416 m at the plenum inlet.

Two different grids are used for the plenum. They are summarised in terms of nodes in the respective regions in Table (7.3). Mesh I neglects turbulent inflow into the plenum and is consequently very coarse in the plenum. Mesh II has a sufficient resolution to convect turbulence (20% of the mean flow) coming from
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<table>
<thead>
<tr>
<th>Boundary</th>
<th>Mass flux</th>
<th>Pressure</th>
<th>Temperature</th>
<th>Species</th>
<th>Relax</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inlet plenum</td>
<td>0.2634 kg/s</td>
<td>-</td>
<td>673 K</td>
<td>air</td>
<td>500</td>
</tr>
<tr>
<td>Inlet lance</td>
<td>0.0029 kg/s</td>
<td>-</td>
<td>673 K</td>
<td>air</td>
<td>10^4</td>
</tr>
<tr>
<td>Stage 1</td>
<td>0.0016 kg/s</td>
<td>-</td>
<td>293 K</td>
<td>CH₄</td>
<td>10^4</td>
</tr>
<tr>
<td>Stage 2</td>
<td>0.0064 kg/s</td>
<td>-</td>
<td>293 K</td>
<td>CH₄</td>
<td>10^4</td>
</tr>
<tr>
<td>Cooling front</td>
<td>0.0164 kg/s</td>
<td>-</td>
<td>673 K</td>
<td>air</td>
<td>10^7</td>
</tr>
<tr>
<td>Cooling film</td>
<td>0.0090 kg/s</td>
<td>-</td>
<td>453 K</td>
<td>air</td>
<td>10^7</td>
</tr>
<tr>
<td>Outlet</td>
<td>-</td>
<td>506.5 kPa</td>
<td>-</td>
<td>-</td>
<td>150</td>
</tr>
<tr>
<td>Walls plenum</td>
<td>No-slip isothermal at 673 K</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other walls</td>
<td>Wall-function isothermal at 673 K</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7.2: Boundary conditions for the LES with \( \alpha_{st} = 20\% \) and \( \phi = 0.47 \).

The plenum inlet. The turbulence specified at the inlet is close to homogeneous, isotropic turbulence [93]. The plenum walls are no-slip, isothermal \( (T = 673 \, K) \).

**Burner**

The ev7is contains nearly half of the grid nodes used for the whole configuration. The fuel injections are modelled by short holes with acoustically reflecting inlets (see Figure (7.3) and Table (7.2)). Their diameter was meshed with approximately 6 grid nodes. All walls are isothermal wall-function walls (see Section (2.3)) imposing the temperature of the air \( (T = 673 \, K) \). The shielding air is 1.0\% of the total air mass flow. The CTRZ is very sensitive to the shielding air. A simulation with 1.5\% of shielding air already shows a considerable modification of the CTRZ position. The amount of fuel injected is fixed to obtain an equivalence ratio of \( \phi = 0.47 \) in the chamber. 20\% of the fuel comes through stage 1, 80\% through stage 2.

The two slots, where the main air flow enters the burner lie in the \( x-z \) plane.

<table>
<thead>
<tr>
<th>mesh I (steady inflow)</th>
<th>plenum</th>
<th>burner</th>
<th>chamber</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>40’000</td>
<td>230’000</td>
<td>230’000</td>
<td>500’000</td>
</tr>
<tr>
<td>mesh II (turbulent inflow)</td>
<td>190’000</td>
<td>230’000</td>
<td>80’000</td>
<td>500’000</td>
</tr>
</tbody>
</table>

Table 7.3: Resolution (number of nodes) of the two computational grids used for the non-reactive simulations.
CHAPTER 7. NON-REACTIVE SIMULATIONS OF THE EV71S

Chamber

The combustion chamber has the same transverse dimensions as the experimental chambers ($l_y = 0.14 \, m$, $l_z = 0.11 \, m$) but an arbitrarily fixed length of $l_x = 0.5 \, m$. This is long enough to exclude any influence on the CTRZ. As the outlet is acoustically non-reflecting, the length is not important. The chamber walls are adiabatic wall-function walls. The air cooling at the burner exit (also called front) is included through long rectangular inlets with a velocity distribution that is mimicking the little holes. These inlets have a span wise resolution of only 3 points which makes them nearly equivalent to simple source terms. The cooling air is identical with the air entering the plenum. The chamber also includes film cooling for the chamber walls. The experimental chamber has quartz-glass windows to allow optical access, which must be cooled. In the LES, this is modelled by a continuous, low-speed inlet at the outer rim of the front plate. As the film cooling air passes through the water-cooled front plate, its temperature is considerably lower than the principle air flow (see Table (7.2)). For mesh I, the grid of the chamber consists of many nodes as the burner grid. This high resolution of the chamber is essentially for the reactive application afterwards. Mesh II, which will only be used for non-reactive simulations has therefore a reduced resolution in the chamber (see Table (7.3)).

Time-Scales

The time-scales defined in Section (1.5.1) can be evaluated on the basis of the described configuration. The domain length is $l_c \approx 0.9 \, m$, the speed of sound $c$ in the chamber approximately $450 \, m/s$. The acoustic time is then:

$$\tau_{ac} \approx 2 \, ms$$

Experience tells that high frequency phenomena above $f_{max} = 10 \, khz$ are not of interest, so the acoustic recoding time should be:

$$\tau_{ar} \approx 0.05 \, ms$$

The inlet has a surface of $A_{in} = 9 \cdot 10^{-3} \, m^2$ and the whole domain a volume of $V = 11.2 \cdot 10^{-3} \, m^3$. With an inlet velocity of approximately $V = 13 \, m/s$, the convective time is

$$\tau_{cv} \approx 95 \, ms$$

Approximating the integral turbulence length scale with approximately a third the burner exit diameter or a sixth of the chamber transverse dimension ($l_t = 0.02 \, m$), and the associated fluctuations with a third the mean velocity at the burner exit ($u_t' = 10 \, m/s$), the integral turbulence time scale is:

$$\tau_{ti} \approx 2 \, ms$$
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These parameters were already used for the evaluation of the Damköhler number in Section (5.1) and are based on the observed flow in the ev7is burner. According to Section (1.5.1), the following times should be used for the acquisition of statistics:

\[
T_{av} = \max(\tau_{ac}, \tau_{ti}) \cdot 10 = 20 \text{ ms} \quad \text{total recording time} \quad (7.3)
\]
\[
\Delta t_r = \min(\tau_{dr}, \tau_{ti}/40) = 0.05 \text{ ms} \quad \text{time between two samples} \quad (7.4)
\]

Assuming that the hole diameter (1 mm) is the smallest geometric feature to be resolved (in that case with 6 nodes), \( \Delta x \) from Equation (1.51) will be 0.2 mm. With a sound speed of 500 m/s and a convective velocity at the holes of 300 m/s, Equation (1.51) gives approximately 0.25 \( \mu \text{s} \) for the time step. The time step of the actual LES is \( \Delta t = 0.1 \mu \text{s} \). This discrepancy must be be associated with even smaller cells needed for the unstructured mesh at some locations near the holes. In summary, every \( \Delta t_r/\Delta t = 500 \) iterations, a solution should be added to the statistics and all quantities at a few specific locations should be recorded. This should be done, once the LES is one convective time old \( (\tau_{cv}/\Delta t = 950'000 \text{ iterations}) \) for the duration of \( T_{av}/\Delta t = 200'000 \text{ iterations} \).

### 7.2.2 Experimental Setup

The results of the experiments presented in the following were obtained by Alstom Power Ltd. (CH). They represent measurements carried out in a water channel and are therefore incompressible. It is assumed that compressibility only plays a minor role in the non-reacting flow. It might influence slightly the trajectory of the high Mach number fuel jets, but this is unclear.

A photograph of the partially transparent configuration is shown in Figure (7.4). Plenum, chamber and one half-cone of the burner are transparent to allow optical access. The water flows from bottom to top (which is left to right in the picture). The Reynolds number of the investigated flow (based on burner diameter, flow velocity at the burner exit and the viscosity of water at ambient temperature) was 109'000. Only the air cooling at the burner front is present, not the film cooling at the edges of the front plate. All used measurement techniques described in the following provide mean values and standard deviations (rms) based on measurement times much longer than any characteristic time scale present in the flow.

**Laser Doppler Anemometry (LDA)**

Laser Doppler Anemometry is a single point optical measuring technique which enables the velocity of the seeded particles conveyed by a fluid flow to be measured in a non-intrusive manner. The seeded particles are big enough to scatter
Figure 7.4: The transparent plenum, burner and chamber used for the water channel experiments. Picture provided by Alstom Power (CH).

sufficient light for signal detection but small enough to follow the flow faithfully. The area of interest within the flow field is sampled by a crossed-beam in a point by point manner. By analysing the Doppler-equivalent frequency of the laser light scattered by the seeded particles within the flow, the local velocity of the fluid can be determined. More information on this technique is found in the book by Durst et al. [25].

**Particle Image Velocimetry (PIV)**

Particle Image Velocimetry is an optical measurement technique which provides a means of measuring the velocity of seeded particles in the flow of interest over a plane using a CCD camera. The measurement area within the flow field is defined by the position and physical dimension of a laser light sheet. With the illumination of two short duration laser flashes in the measurement area, a double-exposure of the flow field is captured. Once the spatially displaced images are stored in two separate frames, each velocity vector is extracted by performing mathematical correlation analysis on a cluster of particles within each interrogation region between the two frames. More information on this technique is found in the review by Adrian [1].
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Figure 7.5: Instantaneous axial velocity (normalised by $u_{ref}$) of LES I. Top: $x-z$ plane; bottom: $x-y$ plane.

**Laser Induced Fluorescence (LIF)**

Laser Induced Fluorescence is an optical measurement technique which provides a means of measuring the concentration of a fluorescent substance (replacing the fuel) in the flow of interest over a plane using a CCD camera. The measurement area within the flow field is defined by the position and physical dimension of a laser light sheet. The fluorescent substance emits at a frequency different from the frequency of the exciting laser. This makes the measurement of the emission of the fluorescent substance possible. More information on this technique is found for example in the paper by Bellerose et al. [6].

7.3 Qualitative Analysis of Unsteady Flow

Before collecting statistics of an LES, it is necessary to make sure that the instantaneous solutions make sense. This also helps for the understanding of the average solution.
7.3.1 CTRZ

Figure (7.5) shows two cuts through fields of instantaneous axial velocity. The presented solution (LES I) is without turbulent flow in the plenum but apparently the swirl flow creates considerable amounts of turbulence. The iso-contour $u = 0$, which indicates flow reversal corresponds approximately to the CTRZ. The exit of the chamber is not seen in the plots, but it is evident that the CTRZ does not extend to the outlet. However, it extends well into the burner and looks very asymmetric. Where this asymmetry comes from will be detailed in the following section.

7.3.2 Coherent Structures

As expected, this flow exhibits a large coherent structure due to the vortex breakdown of the swirl flow. It is a precessing vortex core, which explains the strong asymmetry in the instantaneous velocity fields. Figure (7.6) shows on the left a view from the combustion chamber on this PVC. It is visualised by an iso-surface of pressure. It has the form of a corkscrew, turning in the same direction as the swirling motion. The vortex core turns also in that direction.

The grid used for LES II is finer upstream of the burner and turbulence is injected through the inlet (see Table (7.3)). For this simulation, the PVC is less evident (seen on the right of Figure (7.6)). The incoming turbulence structures perturb the PVC, but it is still clearly identifiable with the pressure iso-surface. The impact of this coherent structure on the flow becomes clearer when looking at the spectra of velocity and pressure at a location close to the burner exit. They are presented in Figure (7.7). The magnitude of the Fourier transform of pressure (on the right) shows for both simulations a distinct peak. For LES I it is close to 500 Hz, for LES II 600 Hz. Why this difference in frequency occurs is an open question.

The magnitude of the Fourier transform of axial velocity on the left of Figure (7.7) shows a distinct peak for LES I, also at 500 Hz. This suggests that the PVC is responsible for the creation of an important part of turbulence. The spectrum for LES II does not show a single, dominant peak. This is easily explained: The incoming turbulence perturbs the PVC, and its impact on the velocity field will be reduced. When it breaks up, this weaker PVC will create less turbulence which will be masked by the already present turbulence.

7.3.3 Mixing

Only non-reactive LES with a staging ratio of $\alpha_{st} = 20\%$ are presented here. A typical snapshot of the mixing process in two cuts is shown in Figure (7.8). A logarithmic scale is used to visualise the fuel mass-fraction: the stage 1 jets are weaker than the stage 2 jets. The fuel coming from stage 1 sticks to the shell
Figure 7.6: View from the combustion chamber on the burner. The PVC is visualised by pressure iso-surfaces. Left: LES I; right: LES II. Swirl and PVC rotation is illustrated by arrows. These pictures are found in colour in Appendix (A), Figure (A.1).

Figure 7.7: Spectra of velocity (left) and pressure (right) at a location close to the burner exit for LES I and II.
Figure 7.8: Snapshot of the mixing process (fuel mass fraction) in two cuts. Top: \(x - z\) plane; bottom: \(x - y\) plane.

of the lance whereas the stage 2 jets are clearly detached from the burner shell. The image suggests quite rapid mixing. Due to the rather low resolution near the injections, small scale structures are not seen near the injections.

7.3.4 LES Quality

As argued in Section (3.2.5), the evaluation of \(Q_{RANS}^{LES}\) for a simulation provides at least an idea of the LES resolution. Computing this value for all nodes present in LES I, statistics will give information about its repartition. Therefore the domain is separated into plenum, chamber and burner. The result is shown in Figure (7.9). Well over 50% of the computational nodes have a \(Q_{RANS}^{LES}\) of greater the 0.8. This value is mainly attained in the chamber and the centre region of the burner. Therefore, LES I corresponds to an LES-NWM (definition see Section (1.5.3)) in these regions. It is also seen that the burner has a considerable amount of nodes that correspond more to a RANS simulation then a LES. This comes from the strongly under-resolved fuel injections and the inflow, not containing any turbulence. This explains also why the plenum has \(Q_{LES}^{RANS}\) values near \(-1\).

7.4 Velocity Measurements

Time averaging is carried out with the previously determined times \(T = 20\ ms\) and \(\Delta t_r = 0.05\ ms\). An impression of the mean axial velocity obtained from LES I is given in Figure (7.10). Comparing with the snapshot of Figure (7.5) shows that the mean flow is symmetric but not completely smooth (as it would be in a RANS simulation). This confirms that the choice of averaging parameters is reasonable. An interesting observation is that the zone of negative axial velocity is not directly extending from the chamber into the burner, but is cut in two at the burner exit.
Figure 7.9: Quality assessment for LES I. In the important regions where mixing and combustion (will) take place, the simulation is a LES-NWM (definition see Section (1.5.3)).

Figure 7.10: Mean axial velocity (normalised by $u_{ref}$) of LES I. Top: $x-z$ plane; bottom: $x-y$ plane.
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This must be attributed to the PVC motion. Also the opening angle of the flow in the chamber differs in the two presented cuts, since the chamber is rectangular and not square.

In order to make quantitative comparisons between experiment and simulation, several cuts through the domain are defined. For the LDA measurements these cuts lie in the $y = z/\tan(109^\circ)$ plane at $x/D = -0.5, 0.5, 0.75$ and $1.0$. The results are presented in Figure (7.11). Both axial mean and rms velocity (seen in the left half of the figure) are in excellent agreement with LES I. The opening angle in the chamber, the position of the CTRZ and even the fluctuation levels and locations are correctly predicted.

The radial mean and rms velocity are well predicted in the burner, but in the chamber (most pronounced at $x/D = 0.5$), the mean and rms profiles do not completely match. Close to this position, the flow passes through a phase, where radial velocity is nearly zero. This is seen by comparing the radial velocity at $x/D = 0.5$ and $x/D = 0.75$. Therefore, the results at this location are very sensitive to the exact position of the zero radial velocity region.

To get a better understanding of the observed differences and an idea of the measurement technique’s influence, the same simulation is compared to PIV data in the same cut-plane. Additionally, cuts at $x/D = -0.75, -0.25$ and $0.25$ are available. This is presented in Figure (7.12). Again, the mean axial velocity cuts are in excellent agreement. The axial rms velocity in the chamber is very well predicted, but in the burner, the LES predicts less turbulence. This might be due to the lack of turbulent motions upstream of the burner for this simulation. It is also noticed that the prediction of the axial (and radial) rms velocity in the burner by PIV is different from the LDA predictions. There seems to be as much difference between one measurement technique and another and the LES results. This probably explains the discrepancies between LES and LDA.

The additional cuts allow a closer view on the differences in radial mean velocity distribution, observed for the LDA comparison. In the burner and at $x/D = 0.25$ the radial velocity is well predicted. Only at the cuts downstream in the chamber, the radial mean velocity does not match very well. The radial rms velocity is nicely predicted in the chamber, but in the burner, as for the axial rms velocity, the LDA data was better matched by the LES. Sufficient turbulence seems to miss upstream in the burner.

Therefore the PIV data is compared in Figure (7.13) to LES II, where less resolution is present in the chamber, but the plenum is sufficiently meshed to explicitly introduce turbulence via the plenum inlet. Axial and radial mean velocity are well predicted inside the burner, however in the chamber the opening angle of the jet is not big enough and the already known problems in radial velocity appear. The deterioration of the results in the chamber compared to LES I is attributed to the lower resolution there. Surprisingly, the radial and axial rms values are not too
Figure 7.11: Comparison of the velocity fields provided by LES I and LDA (109°).
bad in the chamber. Apparently the coarse grid in the chamber manages to sus-
tain the important large turbulence structures. In the burner, both axial and radial
fluctuations are not really better predicted than without turbulence injection. This
points to the conclusion, that the resolution in the burner is the limiting factor.
The narrow upstream part of the burner is not very well discretized. A very de-
tailed mesh in the burner would be much too expensive. Keeping in mind that
these simulations are performed in order to validate the starting point for reactive
simulations, this drawback has to be accepted.
Figure 7.12: Comparison of the velocity fields provided by LES I and PIV (109°).
Figure 7.13: Comparison of the velocity fields provided by LES II (turbulence injection) and PIV (109°).
7.5 Mixing

7.5.1 Global Mixing Indexes

The LIF measurements provide mean and rms fuel mass-fractions at 5 locations \((x/D = \text{const.})\). Four of them are inside the burner and one is located just after the burner exit. Both the LES and the LIF fields were restricted to the area inside the burner shells, masking the region close to the fuel injections (to avoid any errors introduced by slight differences of the \(x/D\) values).

To evaluate the mixing in a global manner, mixing indexes are calculated:

\[
U_S = \frac{\{Y_{CH_4}\}^2}{\langle Y_{CH_4} \rangle \cdot (1 - \langle Y_{CH_4} \rangle)} \quad \text{spatial unmixedness (7.5)}
\]

\[
U_T = \frac{\langle Y_{CH_4,\text{rms}} \rangle^2}{\langle Y_{CH_4} \rangle \cdot (1 - \langle Y_{CH_4} \rangle)} \quad \text{temporal unmixedness (7.6)}
\]

where \(\langle \cdot \rangle\) represents a spatial average and \(\{\cdot\}\) a spatial standard deviation (or rms).

For every \(x/D\) location both indexes are calculated for LES I, LES II and for the

![Figure 7.14: Spatial and temporal unmixedness from LIF and LES.](image-url)
Figure 7.15: Comparison of LES and Experiment at $x/D = -0.66$. 
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LIF measurements. They are compared to each other in Figure (7.14), spatial unmixedness in the top half of the graph, temporal unmixedness in the bottom half. Spatial unmixedness is lower for the case with incoming turbulence (LES II) than for the one without (LES I). Both LES under-predict mixing upstream in the burner and over-predict mixing near the burner exit. In the chamber, mixing is again under-predicted. Why this is so will be detailed by looking at cuts through the domain in the next section.

Temporal unmixedness is over-predicted by both LES. As expected, at the first measurement location this error is stronger for the case without incoming turbulence. Downstream, the case with incoming turbulence predicts better temporal mixing.

It is already possible to conclude that as for velocity measurements, the introduction of turbulence through the plenum does not influence the results strongly.

7.5.2 Mixing Fields

Figure (7.15) shows cuts in radial direction at $x/D = -0.66$. In order to reduce the data to compare, the flow was assumed to circumferentially repeat itself after $180^\circ$. Globally, both LES show roughly the same behaviour comparing to the LIF: The mean values show that the LES under-predicts mixing (clearly seen at $0^\circ$) and fluctuations. Both observations are in line with the statements made on spatial and temporal unmixedness.

Travelling downstream to $x/D = -0.33$, Figure (7.16) shows already a rather well mixed flow. The mean profiles of both LES compare well to the LIF, only at $150^\circ$ mixing seems completely wrong. The rms values are accurately predicted in magnitude, there is however some deviation in form at the same locations where the mean values show problems.

Figure (7.16) details the mixing outside the burner, just at the beginning of the chamber. The mean profiles at angles $0^\circ$ to $120^\circ$ show that more cooling air is injected in the LES than in the experiment. The cooling air mass-flux in the LES was fixed from the design objectives of the burner and it is not clear if this part of the burner is correctly predicted by the water channel experiments. At $150^\circ$, again an under-prediction of mixing from the last injection is observed. This and the cooling air explain why the spatial unmixedness has an error in the opposite direction outside the burner. The rms values are nicely predicted for all angles.

In Appendix (A), coloured contour plots at the locations discussed above are displayed (Figures (A.2) to (A.4)). There, it is seen that $180^\circ$-symmetry is not always satisfied. This is most pronounced for LES I at $x/D = -0.66$. With incoming turbulence (LES II), the flow becomes more symmetric. It does not become completely symmetric because of the fuel jets being deviated to some degree by the mesh. This is not surprising as the resolution near the jets is very low (taking as a
Figure 7.16: Comparison of LES and Experiment at \( x/D = -0.33 \).
reference the hole diameter). The contour plots also show that the line cuts may show strong errors if the trajectories of the jets are slightly wrong predicted. As already seen when analysing the line cuts, downstream in the burner and in the chamber, mixing is correctly predicted by both LES. These results show that if combustion takes place far from the fuel jets, incoming turbulence and a higher resolution are not really necessary. As this is the case for the present burner, LES I will serve as a starting point for the reactive simulations in the next chapter.
Figure 7.17: Comparison of LES and Experiment at $x/D = 0.08$. 
Chapter 8

Reactive Simulations of the ev7is

8.1 Combustion Setup

8.1.1 Experimental Setup

DLR in Stuttgart tested the ev7is on a medium pressure test rig (Figure (8.1)). The chamber length is $l_x = 0.42 \, m$. It terminates in a sudden contraction, which is leading into a chimney and then into a larger duct where the exhaust gases are cooled down. The chamber outlet geometry was empirically adjusted to give an instability frequency of the order of $250 \, hz$.

The cold air is entering the pressurised vessel flowing around the combustion chamber, thereby cooling it. The so preheated air is entering the plenum and passes through the burner where the fuel is injected. Additionally, air is passing through the front of the burner (“impingement” cooling) and along the lateral chamber walls (“film” cooling). The latter is cooled down as it passes through the chamber front plate, which is water-cooled.

A wide range of pressures, adiabatic flame temperatures and staging ratios were tested. Here only the results at operating conditions as listed in Table (8.1) are of interest. The experimental chamber is equipped with quartz-glass windows, allowing optical access. Several different measurement techniques as described in the following were used.

**$OH^*$ Chemiluminescence**

To characterise heat release in the chamber, the radiation intensity of the $OH$ radical ($OH^*$) is measured. This radical appears exclusively in the reaction zone and its life span is short. Its concentration is small and self-absorption is negligible. It is supposed to be linked linearly to heat release when the equivalence ratio does not vary too much [78]. This is an assumption which is acceptable when the flame
is burning outside the burner but may fail for regimes where the flame flashes back.

Through the quartz-glass windows of the combustion chamber, OH$^*$ is detected via a camera, which may be triggered by a pressure signal. This results in phase resolved average OH$^*$ images, which are integrated in the line of sight.

**Particle Image Velocimetry (PIV)**

As described in Section (7.2.2).

**Gas and Temperature Analysis**

Temperatures are measured at several locations on the chamber walls and at the entry of the chimney. For the considered adiabatic flame temperature of $T_{ad} = 1850$ K, a chamber wall temperature of $T_{wall} \approx 1000$ K was measured. The gas temperature at the chimney entry was $T_{Chimney} \approx 1500$ K.

In the chimney, $NO_X$ concentrations were measured and their values are given in Table (8.1). Note that these values are in ppm $- volume$ ($X_{NO_X}^6$) and corrected to 15% oxygen in the exhaust gases. A conversion formula is given by Lefebvre [49]:

$$X_{NO_X}@15\%O_2 = \frac{5.9X_{NO_X}}{0.209 - X_{O_2}}$$  \hspace{1cm} (8.1)
### Table 8.1: Overview of all reacting cases.

<table>
<thead>
<tr>
<th>Type</th>
<th>Location</th>
<th>Description</th>
<th>Staging</th>
<th>Pressure</th>
<th>$T_{ad}$</th>
<th>$u_{ref}$</th>
<th>Outlet</th>
</tr>
</thead>
<tbody>
<tr>
<td>OH$^*$</td>
<td>$z$-inte-</td>
<td>Phase-locked $OH$ chemiluminescence measurements provided by DLR, Stuttgart.</td>
<td>10%, (30%)</td>
<td>506.5 kPa</td>
<td>1850 K</td>
<td>30 m/s</td>
<td>Chimney $T \approx 1500$ K $X_{NO_x} \approx 25$ ppmv@15%$O_2$ (for $\alpha_{st} = 10%$)</td>
</tr>
<tr>
<td>PIV</td>
<td>$z = 0$</td>
<td>Particle Image Velocimetry measurements provided by DLR, Stuttgart.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RLN AD</td>
<td>any</td>
<td>Fully adiabatic, reactive LES, no effusion cooling.</td>
<td>10%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RLN</td>
<td></td>
<td>Reactive LES including radiation, convective cooling and effusion cooling (&quot;impingment&quot; cooling and film cooling).</td>
<td>10%, (30%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RLR 0.xx</td>
<td></td>
<td>Reactive LES based on RLN with a specified outlet reflection coefficient.</td>
<td>10%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RLR relax</td>
<td></td>
<td>LES based on RLN, with a partially reflecting outlet using the relax approach.</td>
<td>10%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Combustion Instability

In this study only the operating point \( T_{ad} = 1850 \, K \), \( p = 506.5 \, kPa \), \( u_{ref} = 30 \, m/s \) and \( \alpha_{st} = 10\% \) will be presented. For these conditions, the experiment shows a pronounced combustion instability at 250 hz, which allows the acquisition of phase-triggered \( OH^* \) images. These are presented in Figure (A.9). The major part of combustion takes place from 90\(^\circ\) to 270\(^\circ\) of the instability cycle. Close to 0\(^\circ\), the flame is nearly extinct. Unfortunately, the pressure signal is not available, so that the exact amplitude of the combustion instability cycle is unclear.

8.1.2 LES

The reactive simulations presented in this chapter are based on the non-reactive simulations of Chapter (7). To initiate combustion, a solution of a non-reacting case with the correct mass fluxes for the desired equivalence ratio is modified by changing the temperature in the chamber to match the corresponding adiabatic flame temperature. Then, the simulation is advanced in time until convergence of the mean quantities is reached.

The main differences between the reactive and non-reactive simulations are:

Combustion model

The same species and chemical reactions as used for the laminar flame simulations in Section (4.3) are included in the LES. Flame thickening is applied using the LOT approach presented in Section (5.3). The efficiency function, as outlined in Section (5.2.2) makes sure, that turbulence is properly accounted for in flame propagation. The inputs for the model are the laminar flame speed and flame thickness at the mean equivalence ratio. The model constant \( \alpha_F \) is a function of the turbulence Reynolds number, which is determined by the TFLES\(_2\) model [14]. Inputs are the integral turbulence length scale \( (l_i = 2 \, cm) \), which is modified by a damping function when approaching the walls, and a constant \( (\beta = 0.3) \). The velocity fluctuation associated to the integral length scale is computed by the code using an appropriate operator.

Acoustics

The plenum inlet and chamber outlet are in reality quite complicated. Therefore, both are replaced by simpler geometries, which ensure a very similar flow and similar acoustics. The experimental chamber and the LES domain are compared in Figure (8.2).

The plenum inlet in the experiment is essentially non-reflecting and consists of a
relatively large vessel with a sieve around the burner. For the LES it is replaced by a simple square duct, with a non-reflecting inlet (the relax boundary condition from Section (6.1.4)).

The lateral chamber walls are connected by a small periodic surface (left with right, top with bottom). This is done to make the walls acoustically slightly absorbing (as in reality) and avoids any un-physical, strong transverse combustion instability.

The whole experimental outlet geometry is replaced by a partially reflecting boundary condition as described in Section (6.1.4) in combination with an adjusted chamber length. This allows to impose various reflection coefficients for the chamber outlet, ranging from completely non-reflecting to partially and fully reflecting, in order to control the appearance of combustion instabilities as described in Section (6.2) and to match them in frequency and amplitude to the experimental observations.

In Table (8.1), the simulations with defined outlet reflection coefficient are referred to as RLR (for Reactive LES with Reflecting outlet boundary) and the ones with non-reflecting boundaries are referred to as RLN (for Reactive LES with Non-reflecting boundaries). Table (8.2) shows the acoustic properties of all boundaries for the RLN simulation. As for the non-reactive simulations, the length of the combustion chamber is not important in this situation. It is kept at $l_x = 0.5\, m$. 

Figure 8.2: Schematic of the combustion geometries. Top: experimental setup; bottom: LES setup.
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<table>
<thead>
<tr>
<th>Boundary</th>
<th>Mass flux</th>
<th>Pressure</th>
<th>Temperature</th>
<th>Species</th>
<th>Relax</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inlet plenum</td>
<td>0.2622 kg/s</td>
<td>-</td>
<td>673 K</td>
<td>air</td>
<td>500</td>
</tr>
<tr>
<td>Inlet lance</td>
<td>0.0029 kg/s</td>
<td>-</td>
<td>673 K</td>
<td>air</td>
<td>10^4</td>
</tr>
<tr>
<td>Stage 1</td>
<td>0.0009 kg/s</td>
<td>-</td>
<td>293 K</td>
<td>CH_4</td>
<td>10^4</td>
</tr>
<tr>
<td>Stage 2</td>
<td>0.0083 kg/s</td>
<td>-</td>
<td>293 K</td>
<td>CH_4</td>
<td>10^4</td>
</tr>
<tr>
<td>Cooling front</td>
<td>0.0164 kg/s</td>
<td>-</td>
<td>673 K</td>
<td>air</td>
<td>10^7</td>
</tr>
<tr>
<td>Cooling film</td>
<td>0.0090 kg/s</td>
<td>-</td>
<td>453 K</td>
<td>air</td>
<td>10^7</td>
</tr>
<tr>
<td>Outlet</td>
<td>-</td>
<td>506.5 kPa</td>
<td>-</td>
<td>-</td>
<td>150</td>
</tr>
</tbody>
</table>

Walls plenum: No-slip isothermal at 673 K
Walls burner: Wall-function isothermal at 673 K
Wall frontplate: Wall-function isothermal at 700 K
Other chamber walls: Wall-function isothermal at 1000 K

Table 8.2: Boundary conditions for the RLN case with $\alpha_{st} = 10\%$ and $\phi = 0.545$. The locations of the boundaries are shown in Figure (7.3).

Operating condition

The adiabatic flame temperature for all simulations is $T_{ad} = 1850$ K, corresponding to an equivalence ratio of $\phi = 0.545$. As in the experiment and the non-reactive simulations, the pressure is set to $p = 506.5$ kPa and the reference velocity is $u_{ref} = 30$ m/s. The temperature of the inflowing air is 673 K ($X_{O_2} = 0.21$, $X_{N_2} = 0.79$). The fuel is methane and injected at 293 K ($X_{CH_4} = 1.00$). Only one staging ratio, $\alpha_{st} = 10\%$, will be presented here.

Thermal properties

Table (8.2) summarises the thermodynamic properties for the RLN case. All walls are set to the appropriate temperatures to model convective cooling by wall-functions as described in Section (2.3). Radiation heat-losses are activated by using the model described in Section (4.3.3) and setting the temperature of the surroundings to $T_S = 1000$ K. This model is considered as sufficient as the thermal thickness $\tau$ in this case is 0.5 [42].

Timescales

The time-scales calculated in Section (7.2.1) for the non-reactive simulation have to be modified as the density and speed of sound change when passing from fresh to burnt gases. The speed of sound in the burnt gases is approximately 800 m/s and the density is a third of the one in the fresh gases. Using a chamber of length
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Figure 8.3: z-integrated view of the mean heat release for RLN (realistic cooling, anechoic outlet). Additionally, the combustion power and losses due radiation and convection are shown.

\[ l_x = 0.5 \, m, \text{ the acoustic time is then} \]

\[ \tau_{ac} \approx 1.5 \, ms, \]

and the convective time

\[ \tau_{cv} \approx 50 \, ms. \]

This does not change anything for the total recording time \( T_{av} = 20 \, ms \) and the recording frequency \( (1/\Delta t_r = 1/0.05 \, ms) \).

8.2 Combustion in Anechoic Chamber

8.2.1 LES with Realistic Cooling (RLN)

The boundary conditions and models used for this simulation were described in the preceding section. The resulting simulation shows stable combustion without any dominant frequency in the pressure spectrum. This absence of combustion instability was expected, as the outlet boundary is acoustically non-reflecting. Nonetheless, this simulation is compared in the following to the experiment, which exhibits a combustion instability.

A snapshot of the simulation is shown in Figure (A.5). The geometry is cut open to allow the view on the flow. On the left, an iso-surface equivalence ratio \( (\phi = 2.0) \) is shown to visualise the fuel injections and on the right a heat release iso-surface is shown. It is coloured by the equivalence ratio. It is burning at various equivalence ratios and is basically stabilised by the CTRZ.
Figure 8.4: z-integrated views of the flame. Left: OH* from experiment; right: mean heat release from RLN.

Figure (8.3) shows an integrated view (in the z direction) of the combustion chamber. The flame (on the left) is visualised via mean heat-release iso-contours. The flame has an overall power of 496.7 kW and the gases in the chamber are loosing 67.3 kW over a distance of 0.4 m, which corresponds to 13.6% of the total power. The losses are composed of 38.7 kW due to radiation and 28.7 kW due to convection at the cold walls. These losses are obtained by integrating Equation (4.36) over the whole domain and Equation (2.19) over all boundaries.

In Figure (8.4), the integrated view of mean heat-release from the LES is compared to OH* images from the experiment. Reasonable agreement is found, as both images show a flame that is principally anchored by the CTRZ. While the experiment suggests that no combustion at all takes place near the CRZ, the LES shows some activity at the entry (x/D = 0.5) of the CRZ.

Figure (8.5) shows cuts through the domain at y = 0. The field of mean temperature in the upper half shows the temperature rise due to the flame: the temperature in the CRZ is lower than in the centre of the chamber. Downstream, temperature is falling again due to radiation and convection heat losses. The thermal boundary layer can be seen close to the walls. At x = 0.4 m, where the actual combustion chamber is connected to the chimney, the RLN case predicts a temperature of ≈ 1700 K. This is 200 K above the temperature measured in the experiment (Table (8.1)). This difference is likely due to heat-transfer in the chimney and its connection to the chamber, which are not taken into account in the simulation.

In the lower half of Figure (8.5), a cut through the mean NO mass fraction field at y = 0 is shown. NO is mainly produced in the flame (prompt) and close to it (thermal). Thermal NO production is quite rapidly stopped after combustion due to the heat losses. The value reached at x = 0.4 m (YNO ≈ 3.0 · 10⁻⁶) corresponds to approximately 1.4 ppmv corrected with Equation (8.1) to 15% O₂ in
the burnt gases. Where the discrepancy with the measured value of Table (8.1) (25 ppmv@15%O_2) comes from remains unclear. Axial and radial mean velocities in the chamber as predicted by RLN match very well the measurements provided by DLR as seen in Figure (8.6). Axial velocity fluctuations are close as well, only the radial velocity fluctuations seem to be too strong in the regions of high radial shear. Discrepancies between simulation and experiment in this region were already noted in Figure (8.4) and probably point to a single problem, which was not yet identified\(^1\).

### 8.2.2 Fully Adiabatic LES (RLN AD)

In order to understand the huge impact of the heat losses and air-cooling, a second simulation with anechoic outlet boundaries is carried out: RLN AD. In this simulation the radiation model is deactivated, the chamber walls are set to adiabatic and the air-cooling is diverted from the chamber to the plenum. All boundary conditions for this simulation are summarised in Table (8.3).

A snapshot of the resulting flow is presented in Figure (A.6). Comparing to the previous simulation (Figure (A.5)), the flame is now more compact and not only anchored by the CTRZ but also by the CRZ. Figure (8.7) clearly shows for the mean flow what was already seen in the snap-

---

\(^1\)The fluctuations obtained by Favre averages as presented in Section (1.5.2) were not any different from the ones obtained by the Reynolds averages used here.
Figure 8.6: Comparison of the velocity fields provided by RLN and PIV ($z = 0$).
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<table>
<thead>
<tr>
<th>Boundary</th>
<th>Mass flux (kg/s)</th>
<th>Pressure (kPa)</th>
<th>Temperature (K)</th>
<th>Species</th>
<th>Relax</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inlet plenum</td>
<td>0.2876</td>
<td>-</td>
<td>673</td>
<td>air</td>
<td>500</td>
</tr>
<tr>
<td>Inlet lance</td>
<td>0.0029</td>
<td>-</td>
<td>673</td>
<td>air</td>
<td>$10^4$</td>
</tr>
<tr>
<td>Stage 1</td>
<td>0.0009</td>
<td>-</td>
<td>293</td>
<td>$CH_4$</td>
<td>$10^4$</td>
</tr>
<tr>
<td>Stage 2</td>
<td>0.0083</td>
<td>-</td>
<td>293</td>
<td>$CH_4$</td>
<td>$10^4$</td>
</tr>
<tr>
<td>Cooling front</td>
<td>0.0000</td>
<td>-</td>
<td>673</td>
<td>air</td>
<td>$10^7$</td>
</tr>
<tr>
<td>Cooling film</td>
<td>0.0000</td>
<td>506.5</td>
<td>453</td>
<td>air</td>
<td>150</td>
</tr>
<tr>
<td>Outlet</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Walls plenum</td>
<td></td>
<td></td>
<td></td>
<td>No-slip isothermal at 673 K</td>
<td></td>
</tr>
<tr>
<td>Walls burner</td>
<td></td>
<td></td>
<td></td>
<td>Wall-function isothermal at 673 K</td>
<td></td>
</tr>
<tr>
<td>Other walls</td>
<td></td>
<td></td>
<td></td>
<td>Wall-function adiabatic</td>
<td></td>
</tr>
</tbody>
</table>

Table 8.3: Boundary conditions for the RLN AD case with $\alpha_{st} = 10\%$ and $\phi = 0.545$.

shot: The flame is now stabilised not only by the CTRZ but also the CRZ and it is also more compact. Comparing to the $OH^*$ images from experiment show that this does not correspond to reality. The flame is normally not anchored by the CRZ. This error is mostly attributed to the lack of cooling air at the burner exit for RLN AD, but certainly the absence of radiative and convective cooling has its influence, too.

Cuts through the mean temperature and mean NO mass fraction field are shown in Figure (8.8). In the combustion chamber, the adiabatic flame temperature ($T_{ad} = 1850K$) is reached and the products do not cool down before reaching the chamber exit. Also the CRZ is now filled with hot gases whose temperature is close to the adiabatic flame temperature. The predicted NO mass fraction at the virtual chamber exit ($x = 0.4m$) is now $29.4 \cdot 10^{-6}$. This corresponds to $13.8 \text{ ppmv@15%O}_2$. This high value is mainly due to the thermal NO production which is not stopped by thermal losses. Close to the flame, a slight increase of prompt NO is observed, too. The value at the chamber exit is still lower than the measured value in Table (8.1) despite the strong increase.

Figure (8.9) shows comparisons of the velocity fields obtained by simulation and experiment. The radial mean velocity matches well with experiment but its fluctuations exhibit the same over-prediction in the region of high radial shear as in the RLN case. The axial mean velocity matches not as well as in the RLN case and its fluctuations are also slightly over-predicted.
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Figure 8.7: z-integrated views of the flame. Left: OH* from experiment; right: mean heat release from RLN AD.

Figure 8.8: Cuts through the domain at $y = 0$ for RLN AD. Top: mean temperature; bottom: mean NO mass fraction.
Figure 8.9: Comparison of the velocity fields provided by RLN AD and PIV \((z = 0)\).
8.3 Combustion with partially reflecting outlet

The level of combustion instability depends on the outlet condition and changes the mean flow field. Unfortunately, the amplitudes depend on the outlet reflection coefficient, which is unknown in the experiment. In this section it is shown how LES is used to circumvent this difficulty.

8.3.1 The Appropriate Boundary Condition

In order to match the oscillation level observed in the experiment, the outlet boundary condition must be adjusted in the LES. A first approach is to impose a higher relax ($\alpha$) at the outlet boundary. It is changed from 150 hz to 1500 hz. A pressure trace at $x = 0.07 \, m$ ($y = z = 0$) from the resulting simulation is shown in Figure (8.10). It is seen how pressure oscillations grow at a frequency of $f = 288 \, \text{hz}$ and reach a limit cycle from $t = 0.11 \, s$ on. The overshoot observed before the limit cycle is a known phenomenon also observed in experiments [67] and other LES [58]. This simulation is referred to as RLR relax.

The frequency (close to the 250 hz from experiment) was obtained by using an empirically adjusted chamber length of $l_x = 0.6 \, m$. From Equation (6.18), the reflection coefficient at this frequency is determined as $R_r = 0.38 \, e^{-i \cdot 0.63\pi}$ (for $f = 288 \, \text{hz}$ and $\alpha = 1500 \, \text{hz}$).

For frequencies, different from $f = 288 \, \text{hz}$, the reflection coefficient imposed by Equation (6.18) is different. This dependency of frequency and the coupling
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Figure 8.11: Pressure trace at $x = 0.07 \, m$ ($y = z = 0$). The outlet boundary condition relax is $\alpha = 150 \, \text{Hz}$ and the reflection parameter $\beta$ is adjusted in order to adjust the amplitude of the limit cycle (RLR 0.xx).
CHAPTER 8. REACTIVE SIMULATIONS OF THE EV7IS

of modulus and phase angle make it difficult to describe the acoustics with this boundary condition. Because of that, the following simulations are carried out with the boundary condition corresponding to Equation (6.19) which imposes a fixed reflection coefficient $|R_\text{r}| = \beta$ for a wide frequency range. The pressure relax ($\alpha$) is kept low and a fraction ($\beta$) of the outgoing wave is added to the incoming wave. The phase angle is fixed to $-\pi$ in the important frequency range, so the chamber length has to be adjusted only once for all simulations.

Figure (8.11) presents a pressure trace at $x = 0.07 \, m$ ($y = z = 0$) from a simulation using the described boundary condition ($\alpha = 150 \, hz$, $\beta$ variable). It shows a limit cycle with $\beta = 0.96$, a period where the simulation is adjusting to $\beta = 0.9$, a new limit cycle at $\beta = 0.9$ and finally the adjustment and limit cycle for $\beta = 0.7$. During the whole simulation the frequency of the instability is $f = 266 \, hz$. This frequency was obtained by setting the chamber length $l_x$ to $0.8 \, m$. This simulation permits to compare different levels of pulsations to the experiment and determine approximately the appropriate reflection coefficient. These simulations are referred to as RLR 0.xx (the last two digits signal the modulus of the outlet reflection coefficient).

### 8.3.2 Instability with $p_{rms}/\bar{p} \approx 5.0\%$ (RLR 0.96)

The outlet boundary in this simulation is set to extremely reflecting and a very strong combustion instability develops. Looking at the integrated mean heat release in Figure (8.12) reveals, that the strong pressure fluctuations in this simulation produce a flame that is far less compact and it is pushed away from the centre, burning principally close to the walls. This does not very well match the experimental observations and is a first indication, that the outlet reflection coefficient of $|R_\text{r}| = 0.96$ is too high.

Figure (A.10) shows phase averaged images of the integrated heat release that are to be compared with Figure (A.9). Globally, the same instability cycle as in experiment is observed. But as in the mean image in Figure (8.12), compared to experiment, the flame is always stabilised closer to the wall and more downstream.

The comparison of the velocity measurements in Figure (8.13) shows that the instability produces very strong velocity fluctuations close to the burner exit. These make it difficult for the flame to stabilise in the same region as for stable combustion. This is not at all seen in the experiment and confirm that the outlet reflection coefficient is too high. Nonetheless, this simulation serves as a basis for explaining the combustion instability, because the high amplitudes make it easier to identify the main instability mechanism.

The mass fluxes through all boundaries are seen in Figure (8.14). The average mass fluxes match the specifications of Table (8.2). The outlet and inlet bound-
Figure 8.12: $z$-integrated views of the flame. Left: $OH^*$ from experiment; right: mean heat release from RLR 0.96.

The chamber outlet suffers reverse flow during a small amount of time every cycle and the inlet of the plenum passes every cycle through a state where no more air is entering the plenum. All other inlets are specified as acoustically reflecting and their mass fluxes are only slightly modulated by the instability. Consequently, the fluctuation of air mass flow combined with a constant inflow of fuel will produce periodic mixture fraction fluctuations, which are convected from the burner to the chamber. In the following, their impact on the instability is analysed by a closer look at the flow field. Figures (8.15) to (8.18) present a one-dimensional view of the whole domain. They are a result of phase averaging the instability and integrating the flow in the $y$- and $z$-directions. All four figures show the local pressure, heat release, fuel concentration and global mass flux. The mean values are always included and each figure shows the flow at two (opposite) phase angles. Following one cycle of the instability allows to understand the instability mechanism:

**Pressure - mass flux:** The mean pressure curve shows the pressure loss through the burner, the mean mass flux how mass is conserved. The pressure fluctuations show that the eigenmode is a $\lambda/4$-mode in the chamber. The mass flux is in accordance with the pressure field: a velocity node is found close to the burner exit and an anti-node is found at the chamber exit.

**Pressure - heat release:** Heat release is maximum for high pressures close to the flame, and minimum for low pressures (Figures (8.15) and (8.16)). As expected, the combustion is still driving the pressure fluctuations.

**Heat release - fuel:** The heat release fluctuations are explained by looking at the local fuel concentrations. From $45^\circ$ (Figure (8.16)) to $135^\circ$ (Figure (8.18)),...
Figure 8.13: Comparison of the velocity fields provided by RLR 0.96 and PIV ($z = 0$).
Figure 8.14: Instantaneous (solid lines) and mean (dashed lines) mass fluxes through all boundaries for the RLR 0.96 case.
Figure 8.15: One-dimensional view of the whole domain during the RLR 0.96 limit cycle at phase angles of 0° and 180°.
Figure 8.16: One-dimensional view of the whole domain during the RLR 0.96 limit cycle at phase angles of 45° and 225°.
Figure 8.17: One-dimensional view of the whole domain during the RLR 0.96 limit cycle at phase angles of 90° and 270°.
Figure 8.18: One-dimensional view of the whole domain during the RLR 0.96 limit cycle at phase angles of $135^\circ$ and $315^\circ$. 
a high fuel concentration is convected from the burner into the chamber. This pocket burns at 180° (Figure (8.15)).

Fuel - massflux: This fuel pocket causing the strong heat release is formed close to the fuel injections ($x = -0.05 \, m$), where the concentration is steadily rising from 225° (Figure (8.16)) to 0° (Figure (8.15)). This happens because of the low air flow during this period as verified by the mass flux graph.

This mechanism is very effective in closing the instability loop, since the time it takes for the fuel to be convected into the chamber corresponds approximately to half a period of the quarter wave mode. This process becomes even clearer when looking at snapshots of the simulation during one cycle. These are presented in Figures (A.7) and (A.8). At 0°, the fuel has accumulated close to the injections, is convected through the burner at 90°, reaches the chamber and burns at 180° and finally starts to accumulate again at 270°.

Even though this instability is known to be too strong compared to reality, it is interesting to look at the temperature and $NO$ fields in Figure (8.19). The temperature field reflects the change in flame position and also shows that the temperature change is now spread over a greater region compared to the stable case (Figure (8.5)). After combustion, approximately the same temperature levels are reached in the chamber. The $NO$ field shows considerable differences compared to the stable case. The amount of $NO$ produced is multiplied by a factor of 4 for the unstable case. This is due to the flame burning at higher equivalence ratios.
8.3. COMBUSTION WITH PARTIALLY REFLECTING OUTLET

Figure 8.20: Nitrous oxide emissions from experiment, simulation and one-dimensional model [68].

during a certain time in the instability cycle. Because of the exponential relationship between NO formation and equivalence ratio (and temperature), a perturbation of the equivalence ratio (while keeping the temporal mean value constant) will invariably augment NO production [27]. At the virtual chamber exit, an NO mass-fraction of $10.0 \cdot 10^{-6}$ is measured. This corresponds to 4.7 ppmv@15%O$_2$, while the stable situation yields 1.4 ppmv@15%O$_2$.

The NO prediction for the instable simulation is still considerably lower than the experimental value. This is summarised in Figure (8.20), where also the RLN and RLN AD simulations are indicated. They are compared to the results of one-dimensional simulations of Nicol et al. [68], where similar thermodynamic conditions were used. These simulations, including the full nitrous oxide chemistry are dependent on the residence time in the high temperature zone close to the flame. Assuming that for the ev7is, this region is 0.1m long, the residence time is approximately 4.5 ms. Therefore, the data should be comparable. The two physically reasonable simulations (RLN and RLN 0.96) exhibit NO-levels that compare well to Nicol’s results. The experimental data however differs up to a factor of 5 from Nicol’s model. This suggests that the experimental data is erroneous but this has not been checked yet.
8.3.3 Instability with $p_{\text{rms}}/\overline{p} \approx 2.0\%$ (RLR 0.70)

As seen in Figure (8.11), by setting the outlet reflection coefficient to 0.70, a limit cycle with a considerably lower pressure amplitude is obtained. Comparing the integrated mean heat release with experiment in Figure (8.21) reveals that the mean flame position and shape is now better predicted and relatively close to the stable simulation. The heat release is slightly more distributed and the maximum is slightly pushed to the walls. Still the presence of heat release in the CRZ is the main difference when comparing to the experiment.

The velocity measurements in Figure (8.22) compare better to the experiment now, but the axial velocity fluctuations are still slightly too high. This suggests that the outlet reflection coefficient in the experiment is even lower. These results, approaching the RLN case prove that the instability in the experiment expresses itself in a fluctuation of the heat release around the state of the corresponding stable situation (which would occur if the experimental chamber was anechoic).

Looking at snapshots of the simulation (not shown here), it is found that the mechanism of equivalence ratio fluctuations closing the loop for combustion instability is still present. $NO$ emissions\(^2\) are in between RLN and RLR 0.96.

---

\(^2\)The exact data is not available, since no full convective time-scale was simulated yet.
Figure 8.22: Comparison of the velocity fields provided by RLR 0.70 and PIV ($z = 0$).
Conclusion

This work tackles several aspects influencing nitrous oxide formation in gas turbine combustion as laid out in Figure (2) in the introduction. Appropriate models for these are developed, implemented and verified:

Wall functions: The classical wall function approach, used in a similar way as in RANS simulations works well in LES of turbulent channel flow. It improves the predictive capabilities of LES with under resolved boundary layers. This is essential for the prediction of heat fluxes at the boundary. For flows that are not dominated by the dynamic behaviour of the boundary layer (like the ones treated in this work), this approach is completely sufficient.

Radiation: Radiation is as important as convective heat transfer and a simple “optically thin” model is used as a first step to include radiation in LES of gas turbine combustion. It is based on local gas composition, assuming homogeneous surroundings and no re-absorption. It is considered as sufficient for the present application. A possible extension would be the calculation of view factors while still neglecting re-absorption. Also a coupling with the wall temperatures might be a valuable extension.

Reduced scheme for NO: The prediction of NO production is achieved by manually fitting the NO reaction rates to the complete mechanism (GRI-Mech 3.0). NO is well reproduced by laminar flames and if necessary, the reaction can easily be fitted to other mechanisms than the GRI-Mech 3.0.

The models, as discussed above are used for LES simulations of a lean partially premixed burner, where several aspects are studied:

Velocity fields of the non-reactive simulations: Comparison of experimental data with the LES shows the good predictive capabilities of non-reactive LES achieved today. It is also shown, that no turbulent inflow is necessary to obtain good results in such a configuration.

Mixing: Mixing of the fuel and air is explicitly included in this study by computing the flow in the CH₄ injection holes. At a certain distance from the
injections, good results are obtained. The limiting factor for the mixing prediction close to the injections proves to be the mesh resolution, which must be augmented if this region is of interest.

**Flame stabilisation:** The reactive simulations show a relatively good agreement in flame shape, if the air cooling at the burner exit is included. Generally, the flame seems less compact compared to the experimental data. Either this is due to the not perfect correspondence of OH* (experiment) to heat release (simulation) or because of the present combustion model not being perfectly suited for the case.

**Thermal losses:** Including thermal losses through radiation and convective cooling is essential to decrease chamber temperature and stop thermal NO production. In the present case, these models cause a difference of one order of magnitude in NO concentration at the chamber exit.

**Combustion instability:** By imposing the appropriate exit boundary condition, a combustion instability as observed in experiment was captured. It is shown that the main mechanism closing the instability loop stems from equivalence ratio fluctuations. For an unstable simulation the NO emissions are augmented by up to 75%.

In summary, this work shows the effect of numerical models and physical parameters on the process of NO formation in LES of gas turbine combustion. The obtained emission levels are comparable to those found in literature. This adds new predictive capabilities to LES that were still out of reach several years ago and that will help to increase the use of unsteady CFD in industry.
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Colour Plates
Figure A.1: View from the combustion chamber on the burner. The PVC is visualised by pressure iso-surfaces coloured by axial velocity. Top: LES I; bottom: LES II. Swirl and PVC rotation is illustrated by arrows. Additionally the fuel injections are visualised by mixture fraction iso-surfaces (Section (7.3)).
Figure A.2: Comparison of LES and Experiment at $x/D = -0.66$ (Section (7.5)).
Figure A.3: Comparison of LES and Experiment at $x/D = -0.33$ (Section (7.5)).
Figure A.4: Comparison of LES and Experiment at $x/D = 0.08$ (Section (7.5)).
Figure A.5: Snapshot of the RLN simulation (Section (8.2)).
Figure A.6: Snapshot of the RLN AD simulation (Section 8.2).
Figure A.7: Snapshot of the RLR 0.96 simulation (Section (8.3)); phase angles $0^\circ$ and $90^\circ$. 
Figure A.8: Snapshot of the RLR 0.96 simulation (Section 8.3); phase angles 180° and 270°.
Figure A.9: Integrated views of $OH^*$ from experiment. The total mean is shown in the middle of the Figure, the phase average on the outside (Section (8.1)).
Figure A.10: Integrated views of heat release for the RLR 0.96 case. The total mean is shown in the middle of the Figure, the phase average on the outside (Section (8.3)).
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Résumé en français

Introduction

La combustion des carburants fossiles

Bien que les ressources en carburant fossile ne soient pas infinies, leur épuisement n’est pas encore programmé. Utiliser les ressources de façon efficace et minimiser les dégâts environnementaux constituent les principales préoccupations du moment.

La combustion des hydrocarbures avec l’air conduit à la formation d’eau et de dioxydes de carbone. Ces derniers participant à l’effet de serre, il est indispensable de minimiser leur émission en utilisant des centrales électriques très efficaces. Aujourd’hui, les centrales les plus efficaces utilisant des carburants fossiles ont une efficacité électrique proche de 60%. Il s’agit de turbines à gaz combinées avec des turbines à vapeur (cycle combiné) qui brûlent du gaz naturel. En mettant à profit la chaleur excédentaire (co-génération), le taux d’utilisation du carburant peut atteindre 90% [3].

La production d’autres polluants tels que les oxydes d’azote (NOX) conditionne la conception des turbines à gaz modernes. Ils sont non seulement dangereux pour la flore, mais en outre, ils créent du smog photochimique, et sont les principaux précurseurs de l’ozone qui est un problème majeur pour les villes d’aujourd’hui.

Une analyse des mécanismes responsables de la formation des NOX permet de conclure que la combustion à forte température doit être évitée pour réduire la concentration de NOX. Aujourd’hui, la combustion prémélange en régime pauvre est la solution la plus populaire. L’objet de ce travail est l’étude d’un brûleur de turbine à gaz industrielle, qui fonctionne dans ce régime. Il s’agit de la plus petite version du brûleur ev [21] (“ev” pour environnemental) du groupe Alstom. En taille standard, il est utilisé dans des turbines à gaz comme le GT26, illustré sur la Figure (B.1). Cette turbine est composée d’un compresseur basse et haute
pressions, du brûleur ev et de sa chambre de combustion, d’une turbine à haute pression, d’un brûleur sev ("s" pour séquentiel) et de sa chambre de combustion et enfin de la turbine basse pression.
Dans ce travail, le brûleur est étudié séparément, sans tenir compte du compresseur, de la turbine, de la combustion séquentielle ou même de la chambre de combustion originale. Leur influence est soit négligée, soit prise en compte au travers de conditions limites adaptées.

**La simulation aux grandes échelles**

Comprendre tous les processus physiques impliqués dans la combustion turbulente prémélangee en régime pauvre est une tâche ardue. Parallèlement aux expériences qui nécessitent des équipements diagnostiques très sophistiqués, la simulation numérique est de plus en plus utilisée. Ce sont les progrès en terme de puissance de calcul mais aussi le développement de nouveaux modèles de combustion et de turbulence qui sont responsables de cet essor. Tant la structure des écoulements que le processus de combustion dans les brûleurs de turbines à gaz modernes sont de nature instationnaire et demandent donc des simulations résolues en temps. Pour ces applications, la simulation aux grandes échelles
SGE) dans laquelle les grandes structures de l’écoulement sont résolues et les petites sont modélisées [79], constitue une approche théoriquement saine et accessible avec les ordinateurs d’aujourd’hui.

Le Cerfacs est à la pointe du développement et de l’application de la SGE à des écoulements réactifs dans des géométries complexes. La majeure partie des travaux de recherche menés au Cerfacs s’appuient sur le logiciel AVBP [66], outil de SGE développé en collaboration avec l’IFP. Cette thèse se concentre sur les développements nécessaires à effectuer dans AVBP pour calculer le brûleur ev et analyser les résultats de ces simulations. Elle est menée dans le cadre du projet européen FuelChief qui inclut le groupe Alstom Power, l’Ecole Centrale Paris, les DLR de Stuttgart et Cologne ainsi que le Cerfacs.

Les facteurs qui influencent la formation des $NO_X$

La complexité de l’ensemble des phénomènes mis en jeu dans le brûleur ev ne permet pas d’étudier tous les aspects de la combustion dans une seule thèse. Par conséquent, ce travail se concentre sur les principaux facteurs qui influencent la formation des $NO_X$. La Figure (B.2) résume l’ensemble des processus impliqués. Les oxydes d’azote sont produits par des réactions chimiques différentes [30, 64, 68] et on peut les grouper en trois catégories : $NO_X$ thermiques, $NO_X$ de carburant et $NO_X$ prompts.

Les $NO_X$ thermiques (mécanisme de Zeldovich) sont produits dans les endroits où l’oxygène et de l’azote sont présents simultanément, à condition que les températures soient suffisamment élevées. Ils présentent une dépendance exponentielle en température.

Les $NO_X$ de type carburant sont issus de l’azote présent dans les molécules d’hydrocarbure. Dans la mesure où seule la combustion du méthane pur est considérée ici, ce mécanisme n’est pas prépondérant.

Les $NO_X$ de type prompt (mécanisme de Fennimore) sont produits dans la flamme par l’intermédiaire des radicaux des hydrocarbures. Il est pratique de grouper ce mécanisme avec celui appelé “oxyde d’azote” puisque tous deux sont actifs à proximité de la flamme et présentent une dépendance exponentielle en richesse.

Pour cette étude, il est donc nécessaire que la cinétique chimique utilisée prédisse correctement les $NO_X$ thermiques et prompts. La formation de $NO_X$ dans cette configuration est influencée par la richesse globale, les fluctuations de richesse (à cause de la dépendance exponentielle [27]) et la température de la chambre. En considérant un cas à richesse fixée, on choisit de ne s’intéresser qu’à
Figure B.2: Mécanismes influençant la production des NO\textsubscript{X} dans la combustion prémélangee, pauvre. Les numéros en exposant font référence aux chapitres de cette thèse. Les étoiles en exposant désignent les aspects influencés par l’étagement.

La modélisation thermique et à la simulation du mélange air - carburant. Les processus thermiques importants (flamme exclue) sont le rayonnement et les pertes convectives aux murs. Ils doivent être pris en compte par des modèles adaptés.

Le mélange air - carburant est influencé par plusieurs facteurs. Afin de pouvoir prédire correctement la qualité du mélange en espace et en temps, les injections du carburant et de l’air de refroidissement doivent être résolues directement. La turbulence influence évidemment la formation des NO\textsubscript{X} : en changeant le mélange, elle modifie la richesse locale et la température et donc les NO\textsubscript{X}, comme indiqués dans la Figure (B.2). Il est nécessaire de prédire les grandes échelles de l’écoulement afin de pouvoir prédire les NO\textsubscript{X}.
Mais la turbulence n’est pas le seul facteur qui influence la production de $NO_X$ à travers le mélange. Des études récentes [88] ont montré que des interactions acoustiques peuvent avoir une influence importante sur le mélange air - carburant. Un mode propre du système peut modifier le mélange à cause des propriétés acoustiques différentes des alimentations d’air et de carburant. Si une telle perturbation produit une variation du dégagement de chaleur après un délai de temps approprié, le mode propre va recevoir de l’énergie acoustique additionnelle. Ce processus ferme la boucle de résonance et mène à une instabilité de combustion [45]. Elle doit être prise en compte parce qu’elle peut augmenter les émissions des $NO_X$ à travers des perturbations importantes de la richesse.

Une des particularités du brûleur de cette étude est son concept d’étagement. Il permet la modification de la distribution du carburant dans le brûleur. L’expérience montre que la distribution du carburant n’a pas seulement une influence sur les émissions de $NO_X$, mais aussi sur les instabilités de combustion. Sa validation est le but du projet FuelChief, mais pas l’objectif de cette thèse. En résumé, on se concentre sur ce qui semble être le point central de la conception de beaucoup de turbines à gaz modernes : trouver un compromis entre les émissions de $NO_X$ et les instabilités de combustion.

**Plan**

Cette thèse traite en détail les sujets abordés plus haut et est composée des chapitres suivants :

**Chapitre (1)** introduit à la turbulence et au concept de la SGE. Des aspects comme la modélisation de sous-maille et le post-traitement sont également décrits. De plus, le logiciel AVBP, qui permet la SGE réactive des écoulements compressibles afin de pouvoir prédire le couplage acoustique – combustion, est présenté.

**Chapitres (2) et (3)** traitent de la partie la plus faible de beaucoup des SGE : les murs. D’abord, une introduction à la modélisation des couches limites turbulentes est présentée et une nouvelle loi de paroi, développée dans cette thèse, est décrite. Ensuite, une simulation d’un canal turbulent est présentée et validée avec des données expérimentales et corrélations pour la vitesse et le transfert de chaleur.

**Chapitre (4)** concerne la modélisation des écoulements réactifs et présente un modèle pour la chimie des $NO_X$. Un modèle de rayonnement, basé sur la composition locale du gaz est présenté et son influence sur les émissions des $NO_X$ est montrée.
Chapitre (5) présente la combustion turbulente et sa modélisation. L’approche de la flamme épaissie, utilisée pour prendre en compte les interactions flamme – turbulence, est décrite et des exemples de son application en pratique sont donnés.

Chapitre (6) traite des aspects acoustiques. En particulier, les conditions limites acoustiques de sortie pour la SGE sont décrites et une description basique des instabilités de combustion est donnée.

Chapitre (7) détaille le brûleur ev et son principe d’étagement, qui est capable d’influencer les émissions et les pulsations dûes à la combustion par la modification du mélange air-carburant. Les résultats de plusieurs simulations non - réactives sont présentés. Non seulement les champs de vitesse, mais également les prévisions du mélange sont validées avec des données issues d’expériences.

Chapitre (8) montre les résultats de simulations réactives. La comparaison de deux simulations, une sans la modélisation de la thermique, l’autre avec tous les modèles thermiques montre l’influence du refroidissement sur les émissions de $NO_X$. Des simulations avec des coefficients de réflexion différents à la sortie montrent l’impact des instabilités thermo-acoustiques sur les émissions de $NO_X$. 
Conclusion

Ce travail traite plusieurs aspects qui influencent la formation des oxydes d’azote dans les turbines à gaz, comme évoqué sur la Figure (B.2) dans l’introduction. Des modèles appropriés sont développés, implémentés et vérifiés:

Lois de paroi : L’approche classique des lois de paroi développée pour une approche RANS donne des bons résultats dans la SGE de l’écoulement dans le canal turbulent. Elles améliorent les capacités prédictives de la SGE avec des couches limites sous-résolues. Ceci est essentiel pour la prédiction des flux de chaleur aux parois. Pour des écoulements qui ne sont pas dominés par le comportement dynamique de la couche limite (comme ceux qui sont présentés dans ce travail), cette approche est complètement suffisante.

Rayonnement : Le rayonnement est aussi important que le transfert de chaleur convectif et un modèle simple, basé sur l’hypothèse du gaz optiquement mince, est utilisé comme une première étape pour inclure le rayonnement dans la SGE de la combustion dans les turbines à gaz. Ce modèle est basé sur la composition locale du gaz, faisant l’hypothèse de murs à température constante et négligeant la réabsorption. Il est considéré comme adapté à la configuration traitée dans ce travail. Une extension possible serait le calcul d’indices de vue, toujours en négligeant la réabsorption. Aussi, un couplage avec les températures du mur pourrait être utile.

Cinétique réduite pour le NO : La prévision de la production du NO est atteinte par l’ajustement du taux de réaction du NO au mécanisme complet (le GRI-Mech 3.0). Le NO est bien reproduit avec cette approche dans les flammes laminaires. Si nécessaire, il est aussi possible d’utiliser un autre mécanisme que le GRI-Mech 3.0 comme mécanisme de base.

Les modèles ainsi décrits sont utilisés pour la SGE d’un brûleur partiellement prémélangé en régime pauvre. Plusieurs points sont étudiés :

Champs de vitesse des simulations non-réactives : Les comparaisons avec les données expérimentales montrent les fortes capacités de prédiction que possède actuellement la SGE pour les écoulements non-réactifs. On montre aussi qu’il n’est pas nécessaire d’inclure de la turbulence en entrée pour obtenir de bons résultats dans ce type de configuration.

Mélange : Le mélange du carburant avec l’air est inclus directement dans cette étude en calculant directement les trous d’injection du CH4. À une certaine distance des injecteurs, de bons résultats sont atteints. Le facteur limitant pour la qualité des résultats en proche-injection est la résolution du maillage, qui devrait être augmenté dans cette région.
Stabilisation de flamme : La forme de la flamme déterminée par la SGE réactive est en adéquation avec les données expérimentales, malgré une plus faible compacité. Ceci est peut-être dû à la correspondance non-parfaite du radical $OH^*$ au dégagement de chaleur ou au modèle de combustion qui n’est peut-être pas parfaitement adapté.

Pertes thermiques : L’inclusion des pertes thermiques à travers le rayonnement et le refroidissement convectif est essentielle pour diminuer la température de la chambre et pour arrêter la production du $NO$ thermique. Dans le cas présenté, l’inclusion de ces modèles conduit à une division des émissions de $NO$ en sortie de chambre par dix.

Instabilité de combustion : En imposant une condition limite de sortie adaptée, une instabilité de combustion, comparable à celle qui est observée dans l’expérience, est reproduite. On montre que le mécanisme qui ferme la boucle résonante passe par les fluctuations de richesse. Pour une simulation instable, les émissions de $NO$ peuvent augmenter jusqu’à 75%.

En résumé, ce travail montre les effets des modèles numériques et de certains paramètres physiques sur le processus de formation de $NO$ dans la combustion des turbines à gaz. Les niveaux d’émissions sont comparables à ceux de la littérature. Ce travail ajoute des capacités prédictives à la SGE qui étaient hors de portée il y a encore quelques années. Ce travail de thèse va promouvoir l’utilisation de la simulation des écoulements instationnaires dans l’industrie.
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